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Abstract — This paper analyzes the suitability of fuzzy
clustering methods for the discovery of relevant doument
relationships, motivated by the need for enhanced elevance-
based navigation of Web-accessible resources. Thenformance
evaluation of a modified Fuzzy c-Meansalgorithm is carried out,
and a comparison with a traditional hard clustering technique is
presented. Clustering precision and recall are defined and
applied as quantitative evaluation measures of theclustering
results. The experiments with various test documensets have
shown that in most cases fuzzy clustering perform$etter than
the hard k-Means algorithm and that the fuzzy membership
values can be used to determine document relevancand to
control the amount of information retrieved to the user.

. INTRODUCTION

The goal of every clustering algorithm is to groudata
elements according to some (dis)similarity measswethat
unobvious relations and structures in the datalmarevealed.
Document clustering techniques have been widelliegpn
the field of Information Retrieval (IR) for improng search
and retrieval efficiency. The use of clusteringthis area is
supported by the cluster hypothesis [1] which asssirthat
documents relevant to a given query tend to be nsam@lar
to each other than to irrelevant documents and desme
likely to be clustered together. Clustering hasaleen used
as a tool for browsing large document collectioBsdnd as a
post-retrieval tool for organizing Web search résuinto
meaningful groups [3].

Our motivation for using document clustering teaunés is
to enable relevance-based access to informatioauress,
with particular application to network-based teaghiand

ontology of the given domain that defines a setcoficepts
and relations between those concepts, which ane tised to
manually classify documents. The rich semantic infation
captured by the ontology facilitates the search aadigation
of content. The ontology approach was proposed tfa
Semantic Web [4], but a key question that arisesvisch
ontology to use. Two problems can be foreseen. @ndne
hand, different experts in a given field are likaly disagree
on the correct ontology. On the other hand, fiedd®lve and
the true ontology quickly changes through time las fields
develop. Consequently, the deployment and mainteman
efforts are costly. Instead of the static ontologydel, we
propose a process of dynamic ontology discovery dpplies
fuzzy clustering to identify document relationships

The subsequent sections of this paper are organased
follows: In section Il, the argument for using fuzezlustering
techniques instead of traditional hard clusteringtiods is
supported and some considerations regarding theetu a
distance function for document collections are presd. The
last part of this section contains a modifiédizzy c-Means
clustering algorithm that replaces the squared ideain norm
by a dissimilarity function common to IR systema.dection
I, the performance evaluation measures that hasen used
in our document clustering experiments are intraglcin
section 1V, the experimental work is described dine results
are presented and analyzed. Finally, section V aostthe
conclusions.

[I. DOCUMENTCLUSTERING

A. Hard vs. fuzzy clustering

learning systems e-Learning. In such systems large online

repositories of learning material may be accessestbdents,
but it is necessary to narrow down the availableowgces to a
particular individual based on the learning conféxt to take

into account the student’s background knowledgeyrag

objectives and pedagogical approaches. This mageréiom

relatively rigid training objectives through to dgpatory or

research oriented interactions. In the two lastsasools are
required to determine which documents are the melstvant

for a given student who wants to learn a particigalbject.

Agglomerative hierarchical clustering (AHC) algdmibs
are perhaps the most popular for document clusiefsi.
Such methods have the advantage of providing aahibical
organization of the document collection but theimé
complexity is problematic when compared to partigb
methods such as tHeMeansalgorithm [6] (also often used
for document clustering).

Both AHC andk-Meansgenerate hard clusters, meaning
that each document is assigned to a single cluddes, given

The calculation of document relevance requires somat our goal is to discover the best representafis the true

knowledge about the content relationships, heneeetimeeds
to be a way to classify and organize informationténms of
knowledge domains. An emerging approach is to dgveln
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ontology of a given domain, we explore fuzzy clustg
algorithms instead. In general, the concepts tiaracterize
each knowledge domain are somehow associated \sith e
other, but many times those concepts are also egldd
concepts of different domains. Consequently, docusienay
contain information that is relevant to differenbrdains to



some degree. With fuzzy clustering, documents may bC. Hyperspherical Fuzzy c-Means algorithm

attributed to several clusters simultaneously and wseful _ o

relationships between domains may be uncoveredchvhi We have recently proposed [9] applying the dissimilarity

would otherwise be neglected by hard clustering hnds.  function (4) instead of the Euclidean distance for clustering

Moreover, fuzzy clustering methods like tifeizzy c-Means nhormalized document vectors using the FCM approach.

(FCM) algorithm [7] generate fuzzy weights that regent Similar use of the.dISSImllaI’Ity function in fuzzy clustgg

the degree of membership of each data element/dentiin ~ Was also explored in [10] and [15]. Our previous experiteen

each cluster. Such weights may be used to obtaizzyfu Proved that with the dissimilarity function significaptbetter

relations between documents and to determine dootimeesults were achieved.

relevance. A modification of the original objective function was
Although fuzzy clustering has not been widely expld for  required and therefore a new expression for updating the

document clustering, some recent research in thés das cluster centers had to be defined. The modified algorithm has

been carried out [8][9][10][11][12][13]. In our stly, we have been labeledHyperspherical Fuzzy c-Mean@-FCM), as

decided to use the FCM algorithm due to its simipji@and both data vectors and cluster centers lie ik-dimensional

for being the soft version of thk-Meansalgorithm that has hypersphere of unit radius.

long been used for document clustering. The modified objective function (7) is similar to the
original one, the difference being the replacement of the
B. Selection of a distance function squared norm by the function defined in (4):
The choice of a particular distance function to teed in U= U™ =SS "N % §.). (7
clustering algorithms should reflect the naturettod data set. nU.V) ;; o ;; i JZ:;)qJ @) (7)

Documents are usually represented as term vectmsrding

to the Vector Space model of IR [14] and those westtend The constraints regarding the membership valugsre the

to be high-dimensional and very sparse. The Eualide Same as those in the original FCM and the update expression
distance, which is commonly applied in the FCM aigjum, for the membership values (8) is also similar to the inag

is not the most suitable metric for measuring tlrexamity  one since the calculation @f,, does not depend explicitly of
between documents. The problem with this norm @t tthe  uy:

non-occurrence of the same terms in both documésnts ) -1
handled in the similar way as the co-occurrencetesims. e 1-3 %, [V, (D
Measures like the cosine similarity [14] from thielfl of IR, & Dy | Y& =R

are better suited to determine the proximity of doents. Uei _BZ:; D. 'BZ:; k (8)
The cosine measure, denoted hereSgs(1), is simply the * 1‘qu [V,

inner product ofk-dimensional vectorsxf and xg) after
normalization to unit lengthi.. |[Xs||=|ks||=1). The higher the

) . - 1eall The constraint for the cluster prototype vectegsin (9
cosine value the higher the similarity between doguments. P yb osin (9)

was introduced so that properties (5) and (6) would Hold
5 ) < > Zk: ) everyDiq:
Xu s = )(u s = Xa . k k
XB XB = J D(BJ S(Vu’vu) = Zvaj wuj :Zvotj2 :lljot ' (9)
=1 =1
The similarity measure exhibits properties (2) and (3): J J
This constraint forces the cluster centers to be normalized
0= S(X %) <LUgp (2) S(%y 1 %) =10, (3) to unit length. The new update expression for the centers was
_ _ _derived by minimizing (7) with respect to, (U, fixed)
A simple transformation to (1) can be performed to obtaigubject to constraint (9), using the method of the Lageang

the dissimilarity function in (4), with properties (8hd (6). ~ multipliers. The Lagrangian function is defined as:
k
D(Xq: %) =1=S(X,, %) =1= > %y By @) L(VeAg) =3,U,v,) + A, [[S(V,, v, ) —1] 10)
j=1
N k k
— m 2
0<D(X.%)<L0,, ()  D(%,%)=00,  (6) = 2 ba 2% B # e (v )

Since this function is known to work better for documen;m1ere M. is the Lagrange multiplier. This minimization
vectors than the Euclidean distance, we have selected it. TBFoblem is converted into an unconstrained problaking

chosen fuzzy clustering algorithm (FCM) had to be modifiedhe derivative of the Lagrangian function
to use the dissimilarity function above. Such modificatien i ’
presented in the next sub-section. oL(v,,A,) _03,.U,v,) A\ Ep[S(vu Vo) -1 0

ov ov

a a a

(11)



which is equivalent to,

N N
_Zuaimxi +2}\orvor =0 Vu :mi@uuimxi . (12)
i=1 a =l
Applying constraint (9) follows,
Koo, 1 2 /N 2
o | 5 uuimxi' =1
2o =) Blge)
-1/2 (13)
1 k N m 2
v T
N
and replacmgy in (12) leads to,
N ‘ N 2 -1/2
Vor :Zuuimxi %Z[Zuaimxﬁj ] (14)
i=1 j=1\i=1

Like the original algorithm, H-FCM runs iterativelyntil a
local minimum of the objective function is found dhe
maximum number of iterations is reached.

I1l. PERFORMANCEEVALUATION

The validity of fuzzy clustering algorithms is geady
evaluated using internal performance measuresmeasures
that are algorithm dependent and do not contain extgrnal
or objective knowledge about the actual structufréhe data
set. This is the case of various validity indexes the FCM
algorithm such as the Partition Entropy [7], theeXBeni
index [16] or the Fukuyama-Sugeno index [17]. Whaare
is prior knowledge on how clusters should be fornesternal
performance measures (algorithm independent) caoseel
to compare the clustering results with the benctknar

Two popular measures that are typically used tolate
the performance of IR systems apecision and recall
[1][14]. In such systemgrecisionrepresents the fraction of
relevant documents out of those retrieved in respoto a

n
p. =
TN

= (15) (16)

_ Ny

% A N’
wherenyr is the number of documents from reference cluster
I" assigned to clustes; Ny is the total number of documents in
clustery andNfr is the total number of documents in reference
clusterl". These two performance measures can be combined
into a single measure, thtemeasurg1][19], that is defined
as:

2
er, - EHORR
&R +R,
where§ is a parameter that controls the relative weight o
precisionandrecall (§=1 is used for equal contribution). To

obtain overall performance measures, a weightedagee of
the individualP,r andR is applied:

: (17)

ZNFPVT ZNFRW
p==L——  (18) R=IL . (19)
YN, N,
r=1 r=1

The measures that have just been described conisater
clusters. In the fuzzy clustering case, documents rhave
membership in multiple clusters and it is even plolesthat
all documents belong to some degree to all clustersuch
caseprecisionwould be consequently low. Hence, either a
soft version of the measures is defineduzzy precisiorand
fuzzy recall- or the fuzzy clusters are made crisp before
calculating the measures, using for instance theimam
membership criterion. In the work presented in théper, we
have hardened the clusters for various memberstgsholds
(a-cuts) and calculatedl,- andR for each case.

IV. EXPERIMENTAL TRIALS
A. Description of the Data Sets

Three different collections were selected for tleedment
clustering experiments: thiReuters-21578xt categorization

particular query andecall represents the fraction of retrieved collectiorf, a subset of theédpen Directory ProjecODP)
documents out of the relevant ones. Similar measinave metadat?:land scientific abstracts obtained from the INSPEC

been applied for the evaluation of classificatigistems [18],
whose purpose is to classify data elements giv&nawvn set
of classes. In this cas@recisionrepresents the fraction of
elements assigned to a pre-defined class that thdetong to

that class andecall represents the fraction of elements that

belong to a pre-defined class that were effectivadgigned to
that class. Likewiseprecision and recall can be used as
external performance measures for evaluating climsge
algorithms (that are in fact unsupervised clasatiion
systems) in cases where a clustering benchmarksexis

Given a discovered clustgrand the associated reference

cluster I', precision (P,r) and recall (Rr) are defined as
follows:

databask

- The Reuters21578 text collection consists of newswire
articles classified into 135 topic categories. Wavé
selected articles belonging to at least one topsing the
“ModApte” split (i.e. LEWISSPLIT = “TEST” and
TOPICS = “YES”). Two subsets were generated for the
most frequent topics in the collectiomeuters] a subset
containing articles classified with a single topittrade”,
“acq” or “earn” - and reuters2 a subset containing

2 Reuters-21578 test collection:
http://www.daviddlewis.com/resources/testcolieas/

% Open Directory Project (ODP) : http://dmoz.org/

4 INSPEC database: http://www.iee.org/publish/ingpe



articles classified with one or more topics - “mgrix”, TABLE |

“ship”, “interest”, “trade” and “crude”. DATA SETSDESCRIPTION
- The ODP is a human-edited directory of the Worldd#/i

Web, where Web sites are categorized into a topic Collection

No. docs No. docs

. h Nk Topics in this only in this
hierarchy and represented by metadata in the RDF(N*K topic topic
format [20]. A subset of the directory was selectéie

: . . reutersl trade 410 410
Kids and Teensopic hierarchy, and we have created the (90810582)  acq 247 247
odp test collection with the short metadata descripsio earn 251 251
of Web sites related to the following topics: “d&ig reuters2 money-fx 343 253
“health” and “sports”. (1374¢11778)  ship 440 190

) . . interest 488 206
- The INSPEC database is a scientific database dfadtis trade 194 108
in the fields of physics, electronics and electrica crude 299 251
engineering, computers and control, and information odp drugs 48 44
technology. We have generated two test s&dpecland  (404<551) Qﬁiﬁh 108 e
inspec2by downloading all the abstracts published since- .
2000 and classified with the following topics: “lac ~ ePser - {EomnEan G G
propagation”, “fuzzy control” and “pattern classiéi- pattern classification 1920 1879
tion” (inspec) and “broadband network”, “multimedia -
inati AT “ ; o inspec2 broadband network 2773 2296
communication” and queueing theOth$p903- (9082x13782)  Multimedia communication 3748 3234
queueing theory 3185 2951

The size of each document collection and the distion of

documents per topic are shown in Table I. fixed thresholdo were attributed to that cluster to then
calculateP and R. The graphs in Figs. 1 to 5 contain the
results of thek-Meansand H-FCM for each collection. The

H-FCM data in these plots refers to the case whewas set

Each docume“F was automatically indexed _for keyworgo 1.10. Such a low value oh was used to approximate the
frequency extraction. Stemming was performes. (word fuzzy clusters to the crisp case (sinceragends to 1 the

affixes such as ‘ing’, ‘ion’, ‘'s’, were removed) 12 and stop fuzzy partition tends to a hard partition).

words were discarded.€. insignificant words like ‘a’, ‘and’, It is desirable that bottP and R are as high as possible.

;where’, or) [th]' Documde_nts twetrhe r\e/pretsensted taeﬁ?hm:‘ Ideally they would both be equal to 1, which woutdean that
requency) vectors according to the Vector Spaceleh® every cluster contained all and only the right domnts. For

IR [14]. The vectors were then organized as rows.@ixk) jitarent collections the maximum values obtained P and

matrix, whereN is the collection size ank is the total gy aried. An important result is that for the sanesél of R
number of indexing terms (Tz_ible | contains the sfec o H.-ECM achieved higheP than thek-Means with 4
values ofN andk for each collection). collections (see Figs. 1, 2, 4 and 5). With tbep collection
that does not happen, but if @cut between 0.2 or 0.3 is
applied, the same level dR is possible with just a small

The main goals of the document clustering experimendifference inP of around 0.05 (see Fig. 3).
were to investigate the suitability of fuzzy clustey for The H-FCM algorithm was also run for higher valuet
discovering good document relationships by assgssiie the fu_22|f|cat|on parametem. As t_axpecte_d, for the same
quality of the obtained clusters and to compars #pproach 9-Cut it was observed that with increasing, recall was
with a traditional hard clustering technique. generally higher angrecisionwas lower.

For each test collection we set the number of @tst A great advantage of the H-FCM is thatecision and
equal to the number of topics in Table I. We rurtib¢chek-  recall can be controlled by setting different threshofds a.
Meansand the H-FCM algorithm for each collection. Fromlt is obvious that lowering the threshold will ledd more
the results a confusion matrix was obtained andnfrthe documents being attributed simultaneously to mdusters,
analysis of this matrix we were able to identify ahence increasin® and decreasing. The F-measurecan be
correspondence between found clusters and referendsed to decide whiclu-cut leads to the best compromise
clusters. In thek-Meanscase,precision (P) and recall (R)  betweenP and R, i.e. when F is maximized. The H-FCM
were calculated for each cluster and averaged tminban results in Figs. 1 to 5 point out whiaircut maximizes-.
overall value (see section Ill). The same proceduras Another advantage of algorithms that compute areefar
followed in the H-FCM case but the individual meass each cluster is that these prototypes are themseteem
were calculated for various-cuts of the partition matrix,e. ~ vectors that can be used for automatic labelinghef cluster
documents with membership value in a given cluatsove a  contents. To illustrate, Table Il contains the tep terms and

B. Document representation

C. Experiments and results
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Figure 4 — Averaggrecisionvs. recall obtained for thenspeclcollection
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Figure 5 — Averagg@recisionvs. recall obtained for thenspec2collection

respective weights of the cluster centers obtaimétth the
H-FCM algorithm for each collection. There is arfgigood
correspondence between the terms and the topitalife I.

V. CONCLUSIONS

Fuzzy clustering has been studied for the discovefy
document relationships to support relevance-basedss and
flexible exploration ofe-Learning content. Considering the
requirements of our application, fuzzy methods presome
advantages over traditional document clusteringhégues
that generate crisp partitions. Therefore, sevexperiments
were carried out with different test collectionsdompare the
performance of thélyperspherical Fuzzy c-Meargsl-FCM)
algorithm to that of the well-knowk-Means Precisionand
recall were used as objective quantitative measures ef th
clusters quality. Our study has shown that in meesses the
performance of the H-FCM is superior to that of th&leans



TABLE Il

TOP TENTERMS AND WEIGHTS OF THECLUSTER CENTERSDISCOVERED BYH-FCM (WITH m=1.10)

Collection Cluster Centers

trade (0.642), blah (0.289), japan (0.249), billion (0.181), reutd(@), march
(0.157), japanese (0.143), year (0.121), dirs (0.112), countries (0.095)

reutersl
(3 clusters)

dirs (0.357), march (0.308), reuter (0.305), company (0.292), min (Q.p66)
(0.242), corp (0.222), shares (0.203), stock (0.168), offer (0.142)

min (0.472), cts (0.441), net (0.284), march (0.266), reuter (0.2589,(0.238), dirs
(0.233), shr (0.176), profit (0.141), year (0.141)

blah (0.914), pct (0.150), rate (0.128), fed (0.122), bank (0.112), {ta€i86),
billion (0.081), sets (0.074), repurchase (0.072), customer (0.064)

reuters2
(5 clusters)

min (0.520), stg (0.476), bank (0.331), market (0.275), money (0.2&ijer
(0.153), pct (0.151), march (0.148), today (0.133), england (0.127)

pct (0.489), rate (0.299), bank (0.296), reuter (0.222), march (0.&&0ket
(0.195), billion (0.174), rates (0.174), fed (0.173), federal (0.133)

trade (0.589), japan (0.279), reuter (0.185), march (0.183), bi{lo164), japanese
(0.140), year (0.131), washington (0.118), countries (0.115), told (0.106)

0il (0.641), march (0.227), reuter (0.210), dirs (0.169), crude (0.16[2)(0.162),
opec (0.150), prices (0.141), pct (0.108), bpd (0.102)

teen (0.611), health (0.559), drug (0.266), kid (0.244), inform (0.16R)(QdL12),

od
P sexual (0.097), life (0.097), educ (0.085), includ (0.084)

(3 clusters)

camp (0.786), sport (0.453), summer (0.146), dai (0.124), locat (0.4%4}).113),
ag (0.112), activ (0.100), program (0.096), kid (0.082)

sport (0.854), kid (0.289), teen (0.175), top (0.124), game (0.122), ir6la@2),
inform (0.096), histori (0.084), featur (0.064), olymp (0.063)

network (0.650), neural (0.540), algorithm (0.156), model (0.149)e8y$0.139),

inspecl A
base (0.137), learn (0.119), method (0.114), train (0.097), backp(6pz&6)

(3 clusters)

control (0.723), fuzzi (0.529), system (0.266), base (0.116), m@da99), logic
(0.090), adapt (0.088), design (0.082), method (0.064), nonlinear (0.056)

cluster (0.744), algorithm (0.276), data (0.243), base (0.185), imagQ), fuzzi
(0.169), method (0.151), model (0.114), approach (0.081), analysi (0.079)

network (0.737), servic (0.265), multimedia (0.159), wirel@441), broadband

inspec2
(0.126), base (0.117), access (0.109), control (0.106), traffl©®@), atm (0.102)

(3 clusters)

system (0.641), multimedia (0.231), commun (0.185), servic (0.1@f)less
(0.154), cdma (0.146), perform (0.144), channel (0.139), base (0.136), (Bidit#1)

queue (0.332), model (0.252), servic (0.250), traffic (0.232), time (0.2&2)vork
(0.212), perform (0.179), control (0.167), system (0.165), base (0.160)

Moreover, H-FCM has the advantage of generatingstelu
membership values thereby attributing documentsitiitiple
clusters simultaneously. Such a characteristicagigularly
important in applications like ours where documemizy be
relevant to different knowledge domains to some rdeg
Finally, another important advantage of having aZy
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partition is thatprecisionandrecall can be tuned by applying [
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[11]

[12]

[13]

[14]
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different a-cuts for the membership values. The significance

of this result is better understood consideringuster-based
search tool, where the user would be able to cdntne

number of documents to be displayed depending afhbr
browsing objectives.
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